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Automated Driving Systems (ADS), like many other
systems people use today, depend on successful Arti-
ficial Intelligence (AI) for safe roadway operations. In
ADS, an essential function completed by AI is the
computer vision techniques for detecting roadway signs
by vehicles. The AI, though, is not always reliable and
sometimes requires the human’s intelligence to com-
plete a task. For the human to collaborate with the AI, it
is critical to understand the human’s perception of AI. In
the present study, we investigated how human drivers
perceive the AI’s capabilities in a driving context where
a stop sign is compromised and how knowledge, ex-
perience, and trust related to AI play a role. We found
that participants with more knowledge of AI tended to
trust AI more, and those who reported more experi-
ence with AI had a greater understanding of AI. Par-
ticipants correctly deduced that a maliciously
manipulated stop sign would be more difficult for AI to
identify. Nevertheless, participants still overestimated
the AI’s ability to recognize the malicious stop sign. Our
findings suggest that the public do not yet have a suffi-
ciently accurate understanding of specific AI systems,
which leads them to over-trust the AI in certain
conditions.
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Many components within an Automated
Driving System (ADS) contribute to the

successful operation for Levels 3 to 5 driving
automation systems, defined by the Society of
Automotive Engineers (SAE International,
2021). In ADS, the vehicle is responsible for
object and event detection, recognition, classi-
fication, and response (SAE International,
2021). Various sensors on the vehicle capture
the roadway data and translate it into in-
formation that supports real-time decisions.
Artificial Intelligence (AI) plays an important
role in this process, and ultimately the safe and
secure operation of the ADS.

An AI driven ADS must learn how to operate
a car and monitor for potential hazards. Any
error made by the AI at any step in the process
could be hazardous to nearby humans and
property. Currently, with SAE Level 3 ADS,
humans are still required in the driver’s seat as
theymight be asked to take over control from the
ADS when the system fails or is about to fail
(SAE International, 2021). Technically, the
Level 3 ADS allows the driver to engage only
when prompted by a takeover request. For the
human drivers to quickly and safely take over,
they are expected to understand the possible
failure communicated by the vehicle before the
failure causes harm. However, there is still a lack
of understanding of users’ perception and trust
while partnering with ADS. This study mea-
sured participants’ AI related knowledge, ex-
perience, understanding, and trust, and
examined their perception of how the AI tech-
nology would classify original, as well as ma-
liciously manipulated, stop signs in Level 3
ADS.

ARTIFICIAL INTELLIGENCE

AI is crucial for many systems people use
today. From online facial recognition software
on social media platforms to voice-activated
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speech systems in homes, AI is used to gather,
interpret, and make decisions in a similar way to
humans (Cunneen et al., 2019; Kaplan &
Haenlein, 2019). AI in a system can have
very narrow and specific functions or broad and
advanced capabilities that combine several
complex processes. This new AI era is expected
to result in faster and better services than hu-
mans can produce (Grace et al., 2018). However,
the more complex an AI system, the greater the
chance of erroneous conclusions or decisions. In
the context of ADS, the erroneous conclusions
or decisions can potentially harm the well-being
of the driver and other road users, as well as
property damages (Halim et al., 2016).

Artificial intelligence is vulnerable to ad-
versarial inputs, and even minimally perturbed
noise added to the images can easily lead the AI
to wrong decisions (Goodfellow et al., 2014).
These vulnerabilities have deep roots in the
fundamental AI algorithms and span almost all
AI applications. When an attacker slightly
modifies the inputs (image pixels) in the di-
rections of maximizing the loss function, the AI
is bound to yield an incorrect decision as the
original AI algorithms are designed to minimize
a loss function by iterating through the training
data. Research has further shown that these at-
tacks can successfully transfer to an unknown
(black box) AI model due to the similarities
between their decision boundaries on the same
task (Qiu et al., 2019). So far, it is still an open
question why AI is robust to additive random
noise (e.g., Gaussian white-noise) but suscep-
tible to purposed perturbations, and how this
contradiction connects to human vision given
that humans can easily identify both images with
random noise and those with perturbations (Yu
et al., 2019).

Trusting Artificial Intelligence

For an automated system to function prop-
erly, a user’s trust calibration is essential (Hoff &
Bashir, 2015; Lee & See, 2004). Over-trusting
the system could result in problematic errors
going through uncorrected, but under-trusting
the system could prevent the reaping of system
benefits (Parasuraman & Riley, 1997). The
collaboration between humans and AI to

holistically approach challenges is the key to
developing human-AI trust relationships (Asan
et al., 2020). An appropriate level of user trust is
needed in order to fully gain AI’s potential
benefits; this can be accomplished by de-
veloping AI with bias detection and mitigation
techniques, and the ability to explain their
decision-making process (Rossi, 2018). Similar
to interpersonal trust (i.e., trust between people),
human-AI trust focuses on the vulnerability of
the human user and their ability to anticipate the
outcome of the AI’s decision (Jacovi et al.,
2021).

The difference between human-AI trust and
human’s trust in other technology lies in the new
features, performance, process, and purpose of
AI compared to other technologies (Siau &
Wang, 2018). Human-AI trust initially builds
through representation of the AI, the image or
perception the human has of AI, reviews from
other uses, transparency and ability of the AI to
explain its behaviors and decisions, and the
human’s ability to try the AI before accepting or
adopting it (Siau & Wang, 2018). Human-AI
trust then continues to develop through usability
and reliance of the AI, collaboration and com-
munication between the human and AI, socia-
bility and bonding between the human and AI,
security and privacy protection of the user’s
information by the AI, interpretability of the
AI’s rationale, job replacement of human per-
formance with AI, and goal congruence between
the human and AI (Siau & Wang, 2018). With
this aspect of usability and reliance, humans can
trust AI to help aid them with important deci-
sions such as medical decisions (Ferrario et al.,
2021).

Understanding Artificial Intelligence

Understanding how the AI works, what it is
capable of, and maintaining a proper amount of
trust is crucial for optimal system performance.
AI systems are likely to make errors (Prahl &
Goh, 2021; Russell et al., 2017). It is common to
have a human providing oversight (Jarrahi,
2018). Humans monitor when the system fails
to work as intended and interject to prevent or
correct the error (Bansal et al., 2019). For ex-
ample, consider a daily use case of a voice
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recognition system on cellular phones. The
voice recognition system often misunderstands
the user and performs the wrong actions.
However, the user can easily notice the error and
act to quickly resolve it; sometimes, the user
even modifies their future behavior in similar
situations to avoid a repeat frustration. Many
users still rely on the voice recognition system in
most cases because it typically performs ade-
quately. However, the user needs to understand
the capabilities and limitations of the AI system
to compensate when the AI makes errors.

There have been mixed findings of how the
public perceive AI. Some people see AI as an
adversary and challenge the idea of using it;
some see it as a servant, built to follow orders;
and others see AI as future cooperative partners
and are willing to working together with it
(Hengstler et al., 2016; Oh et al., 2017, 2018).
Past experience with AI has also been found to
impact the willingness to use it (Hengstler et al.,
2016; Hoff & Bashir, 2015; Oh et al., 2017). For
example, Wiegmann and colleagues (2001)
found that trust in an automated diagnostic aid
can be lost quicker than it can be regained.
Examining how people perceive AI helps inform
researchers about how much the users will trust,
use, and rely on it.

Artificial Intelligence in Driving

ADSs are an open-loop process and requires
the completion of complex tasks, which require
the utilization of AI. The different functions
include Adaptive Cruise Control, Lane De-
parture Sensor, Collision Avoidance, Parking
Assist, and many others. The present study fo-
cused on the AI of computer vision that is es-
sential for these functions. For example,
computer vision and sensor data processing are
used to represent the environment, plan routing,
execute the path navigation, and monitor
changing conditions to ensure everything is
functioning appropriately (Halim et al., 2016;
Ma et al., 2020; Zhang et al., 2016). This study
focused on one specific task of AI employing
computer vision to recognize road signs.

Computer vision is required to identify a wide
variety of objects on the road, including road
signs, road markings, other vehicles,

pedestrians, obstacles on the road, and so on.
Critically, the system needs to operate within the
rules governing roadway operations. For in-
stance, it must recognize and identify a stop sign.
The physical act of data collection through
sensors and computer vision is noisy, which
causes uncertainties for decisions and lowers the
detection likelihood or successful categorization
of objects (Kendall & Gal, 2017). Special
weather conditions like fog or snow can obscure
sensors, or signs can be obscured by markings
and stickers or wear and tear (Ma et al., 2020). In
addition, many road signs during a driving ex-
pedition may be defaced or altered in some way,
such as a sticker placed on a stop sign beckoning
the viewer to “Stop Eating Animals.” Alterna-
tively, malicious attackers might exploit AI
vulnerabilities and fool the AI to misclassify
road signs, which impairs the ADS from func-
tioning safely (Liu et al., 2021). Given that these
malicious attacks do not usually affect human
vision, a prompt takeover from the human driver
can help ensure the safety of the ADS. However,
the immediate takeover would require human
drivers to be aware of these AI vulnerabilities to
predict when the AI might fail.

Current Study

Understanding the public’s perception of
general AI systems and those used in their ve-
hicle is essential to designing a safe and secure
system for them to use. Previous studies focused
mainly on the AI’s ability to classify various
images (Eykholt et al., 2017; Liu et al., 2021;Ma
et al., 2020). However, little research has fo-
cused on human perception of the AI’s capa-
bilities regarding these images in ADS. The
current study aims to answer the question, are
typical human drivers aware of the AI capa-
bilities and vulnerabilities? The answer to this
question sets the stage for future research to
investigate how these AI characteristics should
be conveyed to human drivers. We used a stop
sign with a well-known malicious attack in the
AI research community as a testbed and in-
vestigated participants’ perception of the AI’s
capability of identifying the stop signs in
comparison to their own ability. The malicious
attack produced the worst classification
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performance by current AI technology (Eykholt
et al., 2017), which would lead to the most
noticeable results compared to a stop sign
without any attack with the best classification
performance.

We measured potential factors that may affect
the public’s perception of the AI capabilities,
including individuals’ knowledge of AI, expe-
rience with AI, and trust in AI. Specifically,
knowledge of AI measured how much the user
knew about the uses and applicability of AI,
experience with AI reflected how much the user
had encountered and used AI, and trust was
captured by employing the Jian and colleagues
(2000) survey that evaluates a user’s trust in an
automated system.

We hypothesized that participants with
a higher understanding of AI would be more
trusting of AI than those with less knowledge
(Shin, 2021). Participants who have more un-
derstanding of the concepts and technology that
AI uses were predicted to have more trust in the
AI since they understand the processes and ra-
tionale behind the AI’s decisions and behaviors.
And we expected exposure to AI and knowledge
of AI, both in general and specifically for ADS,
to be positively correlated (Holzinger et al.,
2011; Reig et al., 2018). The more experience
a user has with AI, the more likely they will
know AI applications. Lastly, we expected
participants to identify both the standard and
altered stop signs because both images still re-
semble a stop sign. However, it was exploratory
whether participants would report that an AI
would identify the altered stop sign. The AI
would have difficulties identifying the al-
tered stop sign because the noise added to the
image would disrupt the computer vision
techniques (Kendall & Gal, 2017). Still, this
knowledge may not be readily available to
common drivers.

This manuscript contributes to the human-AI
collaboration literature by adding a deeper un-
derstanding about human perception regarding
AI capabilities. On the one hand, this study adds
to the knowledge of how humans perceive,
understand, and trust complex technologies like
AI. On the other hand, this study highlights the
importance of adequately relaying AI’s capa-
bilities to novice users properly.

The rest of this manuscript first introduces the
methods used for this study including the par-
ticipants, materials, experimental design, and
procedures in the Method section. Following,
the Results section describes the results from the
study which were analyzed based on the par-
ticipants’ perception of human’s and perceived
AI’s ability to classify stop signs, relations be-
tween AI knowledge, exposure and un-
derstanding, and lastly, relations between
knowledge, understanding and trust. Finally, in
the Discussion section we discuss the findings,
implications of our study, and limitations and
future research.

METHOD

Participants

Two hundred eighty-one participants were
recruited through Old Dominion University’s
online research participation system (SONA;
odupsychology.sona-systems.com). The mean
reported age was approximately 21 years (N =
267, SD = 5.30). Participants reported their
gender as either female (N = 205), male (N = 64),
or other (N = 3), or chose not to respond (N = 9).
Participants reported their race as White (N =
111), Black or African American (N = 104),
Asian (N = 17), Native Hawaiian or Pacific
Islander (N = 2), American Indian or Alaska
Native (N = 1), and Mixed/Other (N = 37), or
chose not to respond (N = 9). All participants
received credit towards a course research ex-
perience requirement.

Materials

The study was presented through a Qualtrics
survey (odu.qualtrics.com). This survey con-
tained 62 questions in eight sections (see the
Appendix). The first section, general AI
knowledge, through the sixth section, trust in AI,
were all on a 1 to 7 scale, where 1 represents low
knowledge, exposure, understanding, and trust,
and 7 represents high knowledge, exposure,
understanding and trust. The seventh section,
stop sign judgment, was on a 1 to 5 scale, where
1 represents low agreeance with the statement,
and 5 represents high agreeance with the
statement regarding the stop-sign image type
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and agent type. Due to an oversight when im-
plementing the survey, the scale of the questions
in this section was not intentionally designed to
match the earlier sections. The eighth section,
descriptive information, had several answer
choices the participant could choose from and
some questions asking them to input a number.
The sections were organized as follows.

· The first section was the general AI knowledge
section, which asked about the participant’s
understanding of AI in general and contained
ten questions. An example statement included in
this section was, “AI is required for conversa-
tion with Chatbots.”

· The second section was the exposure to AI
section, which asked participants about their
previous AI exposure in general and contained
five questions. An example statement included
in this section was, “I have seen AI discussed in
social media.”

· The third section was the knowledge of AI in
ADS section, which asked participants about
their general understanding of AI in the context
of ADS and contained five questions. An ex-
ample statement included in this section was, “I
am aware of how autonomous driving systems
use AI.”

· The fourth section was the applications section,
which asked participants about their un-
derstanding of the applications of AI in ADS
and contained six questions. An example
statement included in this section was, “For
autonomous driving, AI is required for the
detection of road signs.”

· The fifth section was the future prospects of AI
in ADS section, which asked participants about
their understanding of AI in ADS for the future
and contained six questions. A statement in-
cluded in this section was, “AI will revolu-
tionize driving in a good way.”

· The sixth section was the trust in AI section,
which asked participants about their opinions of
AI and contained seventeen questions. These
trust questions were adapted from Jian and
colleagues (2000).

· The seventh section was the stop-sign judgment
section, which contained two unique stop-sign
images: an original stop sign and a stop-sign
image with the malicious attack (see Figure 1).

The image with the malicious attack was gen-
erated using the algorithms Eykholt and
colleagues (2017) proposed, which focused
on how intentional perturbations for images can
inhibit visual classification by an AI. The ma-
licious stop sign was an intentionally perturbed
image meant to prevent AI from properly
classifying the sign, and the study showed a 0%
accurate classification rate by the current AI
technology (Eykholt et al., 2017). These two
types of images were used because they were
the types that produce the best and worst
classification performance by the current AI
algorithms, which would lead to the most dra-
matic results, if any, in this initial exploration of
drivers’ understanding of AI capabilities and
vulnerabilities. Participants were asked to rate
how much they agreed or disagreed with the
statements that they thought the image is of
a stop sign and if current AI technology would
classify the image as a stop sign. This section
contained four questions.

· The last section was the descriptive information
section, which contained nine questions re-
garding the participant’s technology familiarity,
age, gender, race, education, and driving ex-
perience, derived from Kyriakidis and
colleagues (2015). There was also a last open
question asking participants if they had any
comments regarding the survey.

Two attention checks were included in this
study to ensure that participants were reading
and comprehending the questions. The attention
checks both stated, “For this question, you are
required to choose the strongly disagree option
below.” If participants did not strongly disagree
for both of these attention checks, their data were

Figure 1. Original (left) and malicious (right) images
of a stop sign.
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excluded from the analyses. The first attention
check was located at the end of the third section,
knowledge of AI in ADS, and the other was
located at the end of the fifth section, future
prospects of AI in ADS.

Experimental Design

Each participant answered all the questions in
all eight sections. For the stop-sign judgment
section, two independent variables were ma-
nipulated within-subjects: agent type (humans
vs. AI) and image type (original vs. malicious).
In this seventh section, the dependent variable
was the participants’ agreement rating (1–5) on
the humans and AI agent statements, given an
image, that a human or an AI could identify or
classify the image as a stop sign.

The first independent variable was the agent
type. Participants reported their perception of
how the agent would classify the images. The
agent was either the participant themselves (i.e.,
humans) or the AI. For the humans, the state-
ment asked how much the participant agreed
with, “I think this image shows a stop sign.” For
the AI, the statement asked about their per-
ception of the current AI technology’s ability to
classify the image, “I think the current AI
technology will classify this as an image of
a stop sign.”

The second independent variable was the
image type. The image type reflected whether
the sign had been tampered with or not (original
or malicious image; see Figure 1). For the
original image, the image was a standard stop
sign. For the malicious image, the image was the
same stop-sign image, but it had been manip-
ulated with a multicolor transparent film over the
original image using the algorithm proposed in
Eykholt and colleagues (2017). Participants
were not told that the malicious image was
“malicious” to keep their responses unbiased.
They viewed one image of the stop sign (either
original or malicious) with one agent statement
(human or AI) a total of four times for all
possible combinations.

Procedure

Upon beginning the online study, participants
were welcomed and told they would answer

questions about their thoughts and opinions on
Artificial Intelligence (AI) and related applica-
tions. Participants were told that the survey was
about their opinions and personal ideas of AI,
that it was not a test of their knowledge, and that
there was no right or wrong answer. They were
not provided with definitions regarding the
survey or AI because this study was aimed to
examine participants’ understanding of AI. All
participants completed the eight sections in the
same order. After participants completed the last
section of the survey, they would submit it and
receive their SONA credit within the following
few days.

RESULTS

Participants who missed at least one of the
two attention checks were excluded from data
analysis. Of the remaining 205 participants, 201
chose to report their age (M = 21.67, SD = 5.74);
151 indicated their gender as female, 51 as male,
and three as other. When asked about race, 90
participants identified as White, 72 as Black or
African American, 11 as Asian, and 32 as
Mixed/Other. In the last open question, only one
participant out of the 281 commented on pos-
sible safety and privacy concerns. The following
analyses were performed on the remaining 205
participants that met the criteria of completing
the survey and passing both attention checks.

Ability to Classify Stop Signs

A 2 (agent: humans vs. AI) x 2 (image type:
original vs. malicious) within-subjects analysis
of variance (ANOVA) was conducted to de-
termine how these factors affected participants’
ratings of whether the agent could successfully
identify the stop-sign images. The assumption of
sphericity was met. See Table 1 for the full
ANOVA results.

The main effect of agent was significant, F(1,
204) = 121.76, p < .001, ηp

2 = .37, with the
rating of the human agent (M = 4.94, SE = 0.02)
being higher than that of AI (M = 4.32, SE =
0.06). The main effect of image type was also
significant, F(1, 204) = 41.15, p < .001, ηp

2 =
.17, with the rating of the original image (M =
4.73, SE = 0.03) being higher than that of the
malicious image (M = 4.53, SE = 0.04).
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In addition, the interaction between agent and
image type was significant (see Figure 2), F(1,
204) = 27.17, p < .001, ηp

2 = .12. Follow-up tests
of simple main effects revealed that, for the
human agent, the ratings of the original image

(M = 4.96, SE = 0.02) were significantly greater
than the ratings for the malicious image (M =
4.92, SE = 0.02), F(1, 204) = 4.06, p = .045,
ηp

2 = .02. For the AI agent, the ratings of the
original image (M = 4.50, SE = 0.05) were

Table 1. Analysis of Variance for Ratings by Agent and Image Type.

Source SS df MS F ηp
2

Agent 78.68 1 78.68 121.76��� .37
Error 131.82 204 0.65
Original image 44.02 1 44.02 70.73��� .26

Error 126.98 204 0.62
Malicious image 123.32 1 123.32 118.85��� .37

Error 211.68 204 1.04
Image type 7.81 1 7.81 41.15��� .17

Error 38.70 204 0.19
User agent 0.31 1 0.31 4.06� .02

Error 15.69 204 0.08
AI agent 25.29 1 25.29 37.73��� .16

Error 136.71 204 0.67
Agent x image 5.00 1 5.00 27.17��� .12

Error 37.51 204 0.18

���= p < .001, � = p < .05.

Figure 2. Ratings for each of the four stop-sign conditions. Note. Human Original = if the participant thinks the
image is a stop sign; Human Malicious = if the participant thinks the malicious image is of a stop sign; Artificial
Intelligence (AI) Original = if the participant thinks the AI could recognize the image as a stop sign; AIMalicious =
if the participant thinks the AI could recognize the malicious image as a stop sign. Error bars are 95% confidence
intervals.
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significantly greater than the ratings for the
malicious image (M = 4.15, SE = 0.07), F(1,
204) = 37.73, p < .001, ηp

2 = .16. The significant
results of interaction and the simple main effects
showed that the participants rated both the AI
and themselves to be less capable of identifying
the image as a stop sign for the malicious image
than for the original image, but the reduction for
the AI was greater than that for themselves.

To test whether participants’ perception of
their and the AI’s ability to identify the stop
signs correlated with their understanding,
knowledge, or trust in AI, we conducted
Spearman’s rank correlational analyses with
a Benjamini–Hochberg alpha correction. The
analyses included correlations between their
ratings on the AI’s capability of identifying the
original and malicious stop signs and their self-
reported understanding of AI in general and AI
in ADS, knowledge of AI in general and AI in
ADS, and trust in AI in general and AI in ADS.
Self-reported general understandings of AI
positively correlated with participants’ ratings of
how AI would classify the original stop-sign
image (Ms = 3.96 and 4.50, respectively),
rs(203) = .17, p = .012. Participants who had
higher self-reported general understandings of
AI rated higher that the AI could correctly
identify the original image of a stop sign. Trust
in AI was positively correlated with participants’
ratings of how AI would classify the original
stop-sign image (Ms = 4.30 and 4.50, re-
spectively), rs(203) = .30, p < .001, and trust in
AI in ADS was positively correlated with their
ratings of how AI would classify the malicious
stop-sign image (Ms = 4.03 and 4.15, re-
spectively), rs(203) = .27, p < .001. Participants
who had greater trust in AI and AI in ADS rated
higher that the AI could correctly identify the
original and malicious image of the stop sign,
respectively. No other correlations were sig-
nificant, ps > .05.

Artificial Intelligence Knowledge,
Exposure, and Understanding

Spearman’s rank correlational analyses with
a Benjamini–Hochberg alpha correction were
conducted among knowledge of AI, exposure to
AI, understanding of AI, knowledge of AI in

ADS, and understanding of AI in ADS. See
Table 2 for the correlation coefficients. The
results showed that general AI knowledge was
positively correlated to exposure to AI (Ms =
4.83 and 4.82, respectively), rs(203) = .28, p <
.001, and knowledge of AI in ADS (Ms = 4.83
and 4.35, respectively), rs(203) = .45, p < .001.
Participants who had a greater general knowl-
edge of AI tended to have more exposure to AI
and greater knowledge of AI in ADS. Exposure
to AI was positively correlated to self-reported
understandings of AI (Ms = 4.82 and 3.96, re-
spectively), rs(203) = .34, p < .001, self-reported
understandings of AI in ADS (Ms = 4.82 and
3.87, respectively), rs(203) = .33, p < .001, and
to knowledge of AI in ADS (Ms = 4.82 and 4.35,
respectively), rs(203) = .25, p < .001. Partic-
ipants who had more exposure to AI tended to
have higher self-reported general under-
standings of AI, self-reported understandings of
AI in ADS, and tended to have greater knowl-
edge of AI in ADS. Self-reported general un-
derstanding of AI was positively correlated to
self-reported understandings of AI in ADS
(Ms = 3.96 and 3.87, respectively), rs(203) = .69,
p < .001. Participants who had higher self-
reported general understandings of AI tended
to have higher self-reported understandings of
AI in ADS. No other correlations were signifi-
cant, p > .05.

Knowledge, Understanding, and Trust

Spearman’s rank correlation analyses with
a Benjamini-Hochberg alpha correction were
also conducted among knowledge of AI, trust in
AI in general, self-reported general under-
standings of AI, knowledge of AI in ADS, trust
in AI in ADS, and self-reported understandings
of AI in ADS. See Table 3 for the correlation
coefficients. Trust in AI was positively corre-
lated to general AI knowledge (Ms = 4.30 and
4.83, respectively), rs(203) = .18, p = .011, and
self-reported general understanding of AI (Ms =
4.30 and 3.96, respectively), rs(203) = .39, p <
.001. Participants who had higher levels of trust
in AI in general tended to have greater general
knowledge of AI and higher self-reported gen-
eral understandings of AI. Trust of AI in ADS
was also positively correlated to knowledge of
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AI in ADS (Ms = 4.03 and 4.35, respectively),
rs(203) = .19, p = .006, and self-reported un-
derstandings of AI in ADS (Ms = 4.03 and 3.87,
respectively), rs(203) = .41, p < .001. Partic-
ipants who had higher levels of trust in AI in
ADS tended to have greater knowledge of AI in
ADS and higher self-reported understandings of
AI in ADS. The correlation between self-
confidence in one’s driving ability and trust in
AI in ADS was not significant (Ms = 5.36 and
4.03, respectively), rs(203) = �.13, p = .074.

DISCUSSION

The present study investigated drivers’ per-
ception of the capabilities of AI in ADS by using
the case of a maliciously manipulated stop sign.
AI is critical to the proper functioning of ADS
and provides executive oversight of the ADS at
work. AI perceives the roadway environment
and makes real-time decisions to guide the ADS
on the road. Without AI, the ADS would no
longer be able to regulate its interactions with
the road or other road users. In this study, we
found accurate perception of stop signs by
participants for both the standard and malicious
conditions. This result was expected because
both images were recognizable by human eyes

as a stop sign even though the malicious sign
was altered. For the question regarding the
participant’s perception of whether an AI in
ADS would recognize the original stop sign,
participants gave lower ratings than those re-
flected by their own ability, which indicates that
people are likely to estimate an AI’s abilities in
this aspect less than those of their own. This
result is similar to prior research that shows
people are often likely to rely more on their
abilities than that of a ADS or have higher self-
confidence than confidence in automation (Hoff
& Bashir, 2015; Kyriakidis et al., 2015; Röttger
et al., 2009; Tenhundfeld et al., 2020).

Participants rated the AI’s ability to detect the
malicious stop-sign image as a stop sign lower
than the original stop sign. However, the mean
rating for the former was still high, 4.15 out of 5,
and a large portion of the participants was fairly
certain that the malicious image was identifiable
by AI. The malicious stop-sign image was crafted
so that the current AI computer vision system
trained on stop signs would have a 0% probability
of correctly categorizing this image as a stop sign
(Eykholt et al., 2017). Therefore, our participants
indeed had a much higher-than-expected belief
that an AI would be able to identify the

Table 2. Spearman’s Rank Correlations of AI Related Questions.

Variable M SD 1 2 3 4 5

1. Exposure to AI 4.82 1.31 - - - - -
2. Understanding of AI 3.96 1.68 .34��� - - - -
3. Understanding of AI in ADS 3.87 1.63 .33��� .69��� - - -
4. Knowledge of AI 4.83 0.71 .28��� �.12 �.15 - -
5. Knowledge of AI in ADS 4.35 0.44 .25��� .14 .06 .45��� -

Note. ��� = p < .001.

Table 3. Spearman’s Rank Correlation of Knowledge and Trust in General and Correlation of Knowledge
of Artificial Intelligence in Automated Driving Systems and Trust in Artificial Intelligence in Automated
Driving Systems.

Variable M SD Trust in AI Trust in AI in ADS

Understanding of AI 3.96 1.68 .39��� .36���
Understanding of AI in ADS 3.87 1.63 .39��� .41���
Knowledge of AI 4.83 0.71 .18� .14
Knowledge of AI in ADS 4.35 0.44 .28��� .19��

Note. ��� = p < .001, �� = p < .01, � = p < .05.
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malicious stop sign. The high ratings by the
participants could be due to them having high
predictions of the AI performance, a phenom-
enon called the perfect automation schema
(PAS). PAS is a cognitive schema focusing on
the high performance of automation (Tschopp,
2020). People with PAS have high perfor-
mance expectations of the automation, which
may lead to automation bias, or over-trusting
of the automation (Lyons & Guznov, 2019;
Parasuraman & Riley, 1997). Although a sim-
ple and straightforward result, it is quite in-
formative because it demonstrates a potentially
severe mismatch between an AI’s capabilities
and the beliefs that a user might have about that
system.

Reflecting recent advances in technology,
the knowledge ratings of AI showed partic-
ipants self-reported to be, on average, quite
knowledgeable about AI. They had a high
amount of exposure to AI. However, partic-
ipants’ general understandings of AI, such as
the concepts and technology that allows AI to
work, were only slightly higher than the neutral
rating. Since these measures were not manip-
ulated in the study, correlations were used to
assess the results. These three ratings were
correlated, likely because the more time spent
with a system, the greater understanding of
what processes are involved in the system and
knowledge of uses of AI. For example, the
more a user uses a voice assistant such as Siri,
the more they learn about it and its capabilities
as well as the general tasks the AI can ac-
complish. They will see that the AI selects
specific processes to use, such as the calculator
for a math question or scouring the internet for
a pop culture question, like a movie’s name.
Likewise, participants who had higher general
understandings of AI correctly believe that the
AI could detect the original stop-sign image as
a stop sign. However, understandings of AI in
AVwere not strongly correlated with the ratings
of the AI’s ability to detect a malicious stop-
sign image as a stop sign. These results indicate
that the mere understanding of the general
concepts and technology used by AI may not be
sufficient for users to understand a specific
function of AI, especially in the context of
cyber-attacks.

Additionally, there was a positive correlation
between the AI’s ability to correctly identify the
original stop-sign image and trust in AI, as well
as between identifying the malicious stop sign
and trust in AI in ADS. Those who trusted AI
and AI in ADS more tended to believe the AI
was more capable at identifying the signs. It is
typical that systems of higher capability will lead
to higher perceived capability and higher trust in
the system (Sanchez et al., 2004). However, if
the user does not have sufficient knowledge
about how the system works, then their trust
level will not match the system’s actual capa-
bility (i.e., trust miscalibration; Lee & See,
2004).

In terms of knowledge and understanding of
the more specific types of AI (i.e., those spe-
cifically used in ADS), participants had lower
scores than the general knowledge and un-
derstanding AI questions. A possible reason for
this result is that the participants had less direct
experience with ADS because few were on the
market. Another possibility is that the public
lacks an understanding of how AI works to
accomplish specific functions. For example,
many people may know that AI is required for
facial recognition but may not understand what
particular features might make the AI struggle to
function. Likewise, people may assume that
high-resolution images are best for AI to iden-
tify. However, there is a tradeoff at specific
resolutions between accuracy and the number of
images that can be scanned at a time (i.e., speed;
Sabottke & Spieler, 2020).

Our study focused on participants’ knowl-
edge and self-reported understandings related to
things using AI rather than precisely how AI
works. Participants accurately knew the types of
technology that require AI, but might not un-
derstand how it works, which can be seen by the
lower self-reported understanding ratings than
the actual knowledge ratings. Clearly, partic-
ipants over-trusted the AI’s capabilities for
identifying the malicious image because they
may not understand how manipulating images
can fool computer vision. Explainable AI, which
describes the general AI model enough for the
user to comprehend and trust the results, ben-
efits trust in and usage of the AI system (Shin,
2021). Understanding the user’s general and
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specific knowledge and understanding of the
given system, is a critical aspect for design.
Moreover, how the AI characteristics should be
conveyed to users is essential to increase the
necessary knowledge of the user. The im-
plications of this study may guide the expla-
nation of AI for users to better calibrate their
understanding of and trust in AI. Since users
tend to over-trust and believe AI is more ca-
pable than it actually is, its restricted capa-
bilities should be properly explained to the
users. In addition, users should also be made
aware of external factors, such as environment
or hackers, that may hinder the AI’s optimal
operation.

Limitations and Future Research

There are some limitations in the current
study. First, we only used one set of original and
malicious stop signs for the participants to rate.
This setting prevents us from discussing further
implications of user’s ratings of an AI’s ability to
detect the different road signs. Based on the
current study, future studies can test various
types of road signs and further systematically
investigate the public’s perception of AI’s role in
various ADS processes. Second, the present
study used self-reported questionnaires, and
humans cannot always judge themselves accu-
rately through questionnaires. Based on the
overconfidence bias (Moore & Healy, 2008),
people tend to overestimate their own abilities
and thus judge others to be less capable than
themselves. It is likely that participants rated the
AI in the way that they would rate other people,
leading to a lower rating for AI than for
themselves. Additionally, due to the timing of
the implementation of this study during COVID
19, a questionnaire was the best method to
collect the necessary data for our analyses.
However, this limitation may account for the
weak correlations we found, albeit significant.
Lastly, the present study only tested one type of
malicious attack (i.e., the physical attack) on the
AI. The current AI technology has a 0% accu-
racy classifying the attacked image. This single
attack type prevents us from discussing the
implication of the AI’s accurate classification
rates at various levels, given that we only

included the images with 100% (the original
image) and 0% (the attacked image) AI classi-
fication accuracy levels. In addition to the ac-
curacy of AI classification, there are various
types of attacks that can have different levels of
visibility to human eyes (Qiu et al., 2019), which
may affect how the human perceives an AI’s
judgment related to the attacks. Future research
can examine how varying AI accurate classifi-
cation rates for images and human’s perception
of the AI’s capabilities differs under different
malicious attacks and further guide the design of
safe and secure ADS.

CONCLUSIONS

This study shows that humans can identify
stop signs both before and after a malicious
manipulation and how they perceive and trust an
AI’s ability to complete the same task. This study
also demonstrates the close relationships among
humans’ knowledge, exposure, understanding,
and trust related to AI. Participants could make
accurate judgments of the road sign themselves
and rated the AI as less able to identify the
malicious sign than the original. However, par-
ticipants highly overestimated the AI’s ability to
recognize the malicious stop sign. Our findings
indicate that the public may not accurately un-
derstand specific AI systems, leading them to
over-trust the AI in certain conditions.
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APPENDIX

Questions Used in The Study

(Questions 20 and 32 are attention checks).

Section 1: Knowledge

This section asks about your understanding of
artificial intelligence (AI).

1. AI is required for Deep Blue, a chess-playing
computer developed by IBM.

2. AI is required for conversation with Chatbots.
3. AI is required for personalized feeds on social

media.
4. AI is required for digital voice assistants such

as Alexa and Siri.
5. AI is required for product recommendations

for online shopping.
6. AI is required for vending machines that sell

drinks and snacks.
7. AI is required for inputting a passcode to

unlock a cellphone.

8. AI is required for broadcasting cable TV shows.
9. AI is required for personal reminders from

a calendar.
10. AI is required for electronic toothbrushes.

Section 2: Exposure

This section asks about your previous exposure
to artificial intelligence (AI).

11. I am aware that AI is used in other applications
like speech-/text-recognition, spam-filters,
and recommendation algorithms.

12. I have seen AI discussed in the media (TV/
print/online).

13. I have seen AI discussed in social media.
14. I have seen AI discussed in school lectures or

class material.
15. I have seen AI discussed by friends or family.

Section 3: Artificial Intelligence in
Automated Driving Systems

This section asks about your general un-
derstanding of artificial intelligence (AI) in the
context of automated driving.

16. Autonomous driving requires the use of AI.
17. I am aware of how autonomous driving sys-

tems use AI.
18. I have a basic understanding of the concepts

and technology that allow AI to work.
19. I have a basic understanding of the concepts and

technology that allow automated driving towork.
20. For this question, you are required to choose

the strongly disagree option below.

Section 4: Applications

This section asks about your understanding of
the applications of artificial intelligence (AI) in
autonomous driving.

21. For autonomous driving, AI is required for the
detection of road signs.

22. For autonomous driving, AI is required for the
detection of pedestrians.

23. For autonomous driving, AI is required for the
detection of other objects on the road.

24. For autonomous driving, AI is required for
lane-keeping.

25. For autonomous driving, AI is required for
auto-braking.
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26. For autonomous driving, AI is required for
cruise control.

Section 5: Future

This section asks about your understanding of
artificial intelligence (AI) in autonomous
driving.

27. AI will revolutionize driving in a good way.
28. AI will improve driving safety.
29. Driver training will eventually need to involve

discussion of AI.
30. I am comfortable with the rising use of AI in

driving.
31. Human drivers will eventually be replaced

with AI.
32. For this question, you are required to choose

the strongly disagree option below.

Section 6: Human versus
Artificial Intelligence

This section asks about your opinions of arti-
ficial intelligence (AI).

33. I can trust AI in general.
34. I am wary of the use of AI in general.
35. The use of AI in general is dependable.
36. The use of AI in general is reliable.
37. I am confident in the use of AI in general.
38. I am familiar with AI in general.
39. If I knewmore about howAI works in general,

I would trust it more.
40. I can trust AI in autonomous driving.
41. I am wary of the use of AI in autonomous

driving.
42. The use of AI in autonomous driving is

dependable.
43. The use of AI in autonomous driving is reliable.
44. I am confident in the use of AI in autonomous

driving.
45. I am familiar with the use of AI in autonomous

driving.
46. If I knew more about how AI works in au-

tonomous driving, I would trust it more in
autonomous driving.

47. I drive more safely than AI.
48. I am confident that I can make correct deci-

sions for driving.
49. I am confident in my driving ability.

Section 7: Stop Sign Questions

Please rate howmuch you agree or disagree with
the following statement: (Strongly disagree,
somewhat disagree, neither agree nor disagree,
somewhat agree, strongly agree)

36. I think this image shows a stop sign. (Original
Stop)

48. I think this image shows a stop sign. (Mali-
cious Stop)

50. I think the current AI technology will classify
this as an image of a stop sign. (Original Stop)

52. I think the current AI technology will clas-
sify this as an image of a stop sign. (Mali-
cious Stop)

Section 8: Demographics (age, gender,
tech savvy vs. not tech savvy)

Questions 51, 52, 53, 54 responses are number
entries.
Question 55 responses are: Male, Female,

Other

50. I consider myself a tech-savvy person.
51. How many years of driving experience do you

have?
52. At what age did you first receive your driver’s

license?
53. About how many miles have you driven in the

past 12 months?
54. What is your age in years?
55. What is your gender? (Female, Male, other)
56. Race (White, Black or African American,

American Indian or Alaska Native, Asian,
Native Hawaiian or Pacific Islander, Other)

57. What is the highest level of school you
have completed or the highest degree you
have received? (Less than high school
degree, High school graduate (high school
diploma or equivalent including GED),
Some college but no degree, Associate
degree in college (2-year), Bachelor’s
degree in college (4-year), Master’s de-
gree, Doctoral degree, Professional degree
(JD, MD)).

58. Do you have any comments regarding this
survey?
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